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Abstract: Deep Convolutional Neural Networks (DCNNs) are an emerging 

field in biomedical processing. Tumor classification is a key stage in the 

pathology analysis process, and deep learning algorithms for brain tumor 

categorization have recently shown promising results. However, these 

approaches often require more storage and more expensive training 

procedures to input a large number of training variables. To address this 

issue, light-weight deep learning models should be investigated without 

reducing classification accuracy. The aim of this study was to compare the 

classification rate of three pre-trained Transfer Learning classifiers, namely 

InceptionResNetV2, EfficientNetV1, and MobileNetV2, in categorizing 

brain tumors into four classes such as glioma tumors, meningioma tumors, 

pituitary tumors, and normal patients. In this article, attention modules based 

on pretrained deep learning models such as MobileNetV2, EfficientNetV1, 

and InceptionResNetV2 were highlighted. Following the fully connected 

layers and the ReLU6 layer, attention and convolution modules were 

integrated to obtain high-level object-based and critical semantic 

information. The effectiveness of this strategy was demonstrated by 

building a CNN accelerator based on the fusion of the top five 

convolutional layers of MobileNetV2, EfficientNetV1, and 

InceptionResNetV2 networks and comparing it to a Python accelerator. 

The EfficientNetV1 model showed the best results compared to the 

InceptionResNetV2 model and MobileNetV2 model. 

 

Keywords: MobileNetV2, EfficientNetV1, InceptionResNetV2, Fused-

Layer Accelerator, Attention Layer 

 

Introduction 

Deep convolutional neural networks acquire changed 

recognition computer vision precision. Massive 

advancements in processing underpin CNN accuracy 

gains. The accuracy of recognition improves with each 

successive network constructed, as does the amount of 

calculations necessary to evaluate the network. Even 

though the CNN algorithm is conceptually transparent, 

the absolute complexity of operations precludes even a 

unique layer of dataflow implementation. Every 

convolution layer necessitates the utilization of feasible 

computation units iteratively. Automated brain tumor 

classification has been researched using both traditional 

computer vision-based approaches as well as deep 

learning-based methods. Traditional machine learning 

methods are often accustomed to extracting low-level 

features before performing image classification using 

computer vision-based approaches, whereas deep 

learning-based methods derive features efficiently. 

Image processing along with traditional computer 

vision algorithms has employed imaging properties 

such as texture, color, and form as inputs for brain 

tumor categorization. 

By the means of the emergence of deep learning based 

approaches in numerous fields, researchers have been 

focusing on creating deep learning-based solutions for the 

brain tumor classification challenge, particularly utilizing 

the transfer learning methodology. A Convolutional 

Neural Network (CNN) containing four convolutional 

layers, a max-pooling layer, a fully connected layer, and a 

ReLU layer was used to detect brain tumors. Existing DL-

based techniques, however, have two major 

shortcomings. First of all, despite their claims of 

lightweight designs, such approaches often crave a 

significant amount of trainable variables. Second, the 
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quantity of classes and datasets available affects the 

performance of these models, hence we provide a unique 

lightweight deep-learning model based on the 

MobileNetV2 dataset (Sandler et al., 2018). Although our 

proposed model incorporates two compelling ideas i.e., 

convolution together with attention, we presume that the 

integration of these two principles for lightweight design 

is, to our knowledge, the first research in brain tumor 

classifications. The convolution along with attention 

modules are supposed to work collectively to increase 

performance in brain tumor categorization. The 

convolution module gathers the image's tangled features, 

while the attention module captures the image's 

conspicuous parts. We conducted tests on three distinct 

publicly available datasets to assess the efficacy of our 

suggested technique and the results demonstrate that our 

method provides reliable performance. 

To prevent overfitting with DSC, (Pereira et al., 

2016) employed small 3  3 kernels for convolution, 

with 78% total tumor, 65% core tumor, and 75% 

boosting regions. One of Arunachalam’s significant 

breakthroughs is a revolutionary segmentation method 

that combines SIST with NSCT transformation to 

convert an image into a multi-resolution image 

(Arunachalam and Royappan Savarimuthu, 2017). The 

extraction of common features happens. The proposed 

approach has an accuracy of 99.8%. According to 

Havaei et al. (2017), the two path CNN (focused on local 

together with global routes) yielded a DSC of 0.85 for the 

entire segmentation, 0.78 for core, and 0.73 for augmenting. 

According to AlBadawy et al. (2018), training data from 

various universities might give significantly diverse 

outcomes. Hasan and Linte (2018) contended that a typical 

U-net 'deconvolves' rather than convolved the voxels. The 

deconvolution layer is replaced in this study with an 

upsampling layer that goes through two convolution 

layers, an up-sampling layer, and elastic transformation 

augmentation, where DSC is raised from 0.86 to 0.87. 

Chang et al. (2019) claimed that skull stripping 

outperformed other methods described in the literature. 

FLAIR hyperintensities were identified in a multi-

institutional setting, both preoperatively as well as 

postoperatively, with a DSC for the FLAIR volume of 0.917. 

Materials and Methods 

Deep Learning (DL) approaches arose in tandem with 

the progress of artificial neural networks, whatever are 

activated by the human brain. The DL-based approach is 

essentially a larger neural network with more layers, 

nodes, as well as activation functions (Vickers, 2017). 

Furthermore, (Xiang et al., 2019) suggested a lightweight 

model contingent on a transfer-learning technique 

utilizing MobileNetV2. Their approach was created with 

devices with minimal power and limited resources in 

mind. On top of the core MobileNetV2 design, they added 

a convolution and dropout layer. Deep learning 

approaches based on transformers, which are commonly 

used in NLP, have recently been examined for computer 

vision applications just as image classification 

(Dosovitskiy et al., 2020). Furthermore, a few studies 

which used transformers for image classification 

discovered that when there was adequate training data, 

transformers outperformed CNN (Dosovitskiy et al., 

2020). Furthermore, unlike vision transformers, the 

opportunity of pre-trained models for multiple CNNs 

makes image categorization applications more accessible. 

A. MobileNetV2 

53-layer-deep TL image recognition classifier 

MobileNetV2 (Sandler et al., 2018) was developed. The 

MobileNetV2 picture input size is 224  224. The 

MobileNetV2 model is appropriate for real-time as well 

as mobile applications since it is more computationally 

efficient. The model’s great speed is attributable to the 

application of pointwise and depth-wise convolution 

methods. To connect bottleneck levels, the network uses 

unused connections. In the MobileNetV2 network, as 

shown in Fig. 1, a convolutional layer (with 32 filters) is 

followed by 19 residual bottleneck layers, dropout, dense, 

as well as softmax activation functions. 

B. EfficientNetV1 

EfficientNet is a design and scaling strategy for 

convolutional neural networks that employ a compound 

coefficient to consistently scale all depth/width/resolution 

dimensions. It attempts to design a sensible heuristic for 

scaling a CNN by linking the resolution, breadth, and 

depth of a CNN. The foundational EfficientNetB0 

network is built on the inverted bottleneck residual blocks 

of MobileNetV2, along with squeeze-and-excite blocks. 

EfficientNet uses a compound coefficient to scale 

network width, depth, and resolution evenly. Figure 2 

shows the architecture of the EfficientNetV1 model. 

Depthwise convolutions contain fewer parameters and 

FLOPs than normal convolutions. MBConv layers with 

depthwise convolutions were used in the EfficientNetV1 

design. EfficientNet employs 7 MBConv blocks, with the 

following specs for each of those blocks: 

 

 Kernel size is the kernel size for convolution 

 Num repeat defines the number of times a specific 

block must be duplicated i.e., larger than 0 

 Input filters and output filters are the amounts of 

itemized filters 

 Expand ratio is the ratio of input filter expansion 

 Id skip indicates whether or not to use the skip 

connection 

 Se ratio specifies the squeezing ratio for the squeeze 

and excitation blocks 
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C. InceptionResNetV2 

Inception ResNet-V2 is a Convolutional Neural 

Network trained over numerous images from the 

ImageNet dataset. Residual connections are used for 

inception blocks, to avoid vanishing gradients. It employs 

three distinct types of inception ResNet blocks, as shown 

in Fig. 3. The Beginnings of ResNet-A block is made up 

of three routes including convolutions of 1  1 and 3  3. 

There are two paths in the Inception ResNet-B as well as 

Inception ResNet-C blocks. It is a deep network 

composed of 1 stem block, 5 Inception ResNet-A, 10 

Inception ResNet-B, 5 Inception ResNet-C, 1 Reduction-

A, and 1 Reduction-B block. InceptionResNetV2 boosts 

performance by replacing the original Inception with 

cheaper Inception blocks and adding a filter expansion 

layer after each Inception block that employs 1  1 

convolution without activation. To enhance the number of 

inception blocks, Batch Normalisation (BN) is only used 

on top of conventional layers. This network examines a 

299  299 pixel image as input. To get high-performance 

outcomes at smaller epochs, the two deep learning 

models, Inception and ResNet, were integrated. 

Proposed Model 

The six components of our proposed approach are 

preprocessing, the convolution module, the attention 

module, the fusion of convolution as well as attention 

modules and fully-connected layers. Figure 4 depicts the 

entire flow of our strategy. 

A. Preprocessing 

The input images must be resized because our 

suggested solution is based on the MobileNetV2 

(Sandler et al., 2018) framework. Using the same input 

dimension as the pre-trained MobileNetV2 model aids in 

the generation of highly discriminating features from 

photos. As a result, all input images are shrunk to 224 by 

224 pixels within the range [-1, 1].

 

 

 
Fig. 1: MobileNetV2 model 

 

 

 
Fig. 2: EfficientNetV1 model 
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Fig. 3: InceptionResNetV2 model 

 

 
 

Fig. 4: Block diagram of our suggested brain tumor classification model 

 

B. The Convolution Module 

Convolutional Neural Networks (CNN) have 
enhanced image recognition accomplishment and have 
emerged as the dominant network topology in deep 
learning technologies (Hossain et al., 2018; Sitaula et al., 
2021; Mishra and Shahi, 2021). Convolutional algorithms 
are critical in computer vision applications, but as the 

network structure deepens and gets larger, they become 
computationally costly. The MobileNetV1 (Howard et al., 
2017) model introduces the depth-wise separable 
convolution concept, which separates the convolution into 
two sub-tasks: A depth-wise convolution that filters the 
input along with a point-wise convolution that combines 
the filtered values to generate new features. MobileNetV1’s 
core architecture consists of a typical (3  3) convolution 
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layer followed by 13 depth-wise separable convolution 
blocks (Howard et al., 2017). The expansion layer, residual 
connections, as well as projection layers, as well as depth-
wise convolution layers known as a bottleneck residual 
block, are now included in the MobileNetV2 (Sandler et al., 
2018) model. The expansion convolution layer (1  1) adds 
channels based on the expansion factors, while the projection 
layer subtracts channels to produce a tensor of lower 
channels. The remaining connection in the network promotes 
gradient flow. There is a batch normalization and ReLU6 
activation layer after each convolution layer, where ReLU6 
is a ReLU activation function version with a maximum size 
of 6. The entire MobileNetV2 architecture is composed of 17 
such bottleneck residual blocks, followed by a 
conventional (1  1) convolution, an average pooling layer, 
along with a classification layer (Sandler et al., 2018). 

As a backbone network, we exploit the MobileNetV2 

pre-trained using the ’ImageNet’ dataset, where the 

convolution feature map is stemming from the final 

residual block, which is then followed by MobileNetV2’s 

convolution layer. The smaller feature maps are produced 

by the lower-level residual blocks. These blocks are 

unhelpful to our inquiry since they do not collect high-

level information for overall image identification. At 

the time of model construction and training, all layers 

are frozen up to the convolution layers, which generate 

a 7  7 3D feature map. In our investigation, this backbone 

network represents a convolutional feature extractor. 

Equation (1) shows it mathematically as follows: 

 

   1F I Conv I  (1) 

 

where, F1(I) is the convolution feature for the input image, I. 

C. The Attention Module 

The attention network is based on the human brain’s 

attention mechanism, which states that while seeing 

visuals, individuals focus their attention on crucial cues 

rather than inspecting every element of the item. As more 

scholars worked on attention mechanisms, numerous 

attention models emerged (Woo et al., 2018). We are 

particularly interested in the attention mechanism which 

illustrates the spatial connectivity of visual information in 

brain tumor representations. The channel attention 

module seeks to catch the tumor region which is essential 

in the visuals provided because the spatial attention 

module seeks to capture the area or which portion of an 

image is more prominent. The structural attention 

technique is used in the development of our attention 

module to spotlight where there is an informative 

component in the brain tumor image. First, we apply max-

pooling along with average pooling to the convolution 

module's input. Second, as recommended by Woo et al. 

(2018), the max-pooled as well as average-pooled tensors 

are concatenated. Ultimately, convolution with a filter 

size of (7  7) is employed in conjunction with the 

sigmoid activation function to activate visual hints in 

pictures. Equations (2) and (3) outline the total stages for 

the attention module (3): 

 

     2 ;F I AvgPool F MaxPool F     (2) 

 

where, AvgPool(F) 𝜖 RH W1 illustrate the average pooling 

operation as well as MaxPool(F) 𝜖 RH W1 describe max 

pooling operation. The concatenation of these two feature 

maps in 3D results in the feature map, F2(I) = 𝜖 RH W1: 

 

     3 7 7 2F I f F I   (3) 

 

where,  is a sigmoid activation function. f 77 

describes the convolution operation of filter size (7  7), 

along with F3(I) illustrating the attention features, 

which is H  W  C sized tensor with Height (H), Width 

(W), as well as depth (C). 

D. Fusion of Convolution and Attention Module 

Zhou et al. (2020), a multi-modality fusion network, 

can gather more detailed as well as effective 

information for several modalities than a single-

encoder-based network. The purpose of fusion block is 

to emphasize the most important features from many 

modalities to point out the critical regions for brain 

tumor segmentation. While this method may lose some 

essential information in the latent representation, it is a 

straightforward technique to merge the independent 

latent representations. 

To create a combined feature map, the feature maps 

obtained from the convolution as well as attention 

modules are merged by applying the basic concatenation 

feature fusion technique proposed by Afchar et al. (2018). 

We chose a basic concatenation fusion method over other 

approaches such as the max, min as well as sum since 2 

feature maps contain distinct image attributes. It is also 

less computationally expensive than other ways that do 

the tensor product operation, such as the bilinear approach 

(Chu et al., 2021). The combination of these two 

characteristics yields a single feature tensor. The 

mathematical definition of the concatenated resultant 

feature tensor T(I) for an image I is given in Eq. (4): 

 

     1 , 3T I F I F I     (4) 

 

where, F1(I)  RH  Wx1 along with F2(I)  RH  Wx1280 are 

3D tensors including identical Width (W) as well as 

Height (H), it enables them to concatenate in 3D to 

generate 3D tensors T(I)  RH  Wx1280. 
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E. The Fully Connected (FC) Layers 

Following feature fusion, we employ multiple Fully 

Connected (FC) layers to turn a three-dimensional tensor 

into a 1-D feature vector. Figure 4, the FC layers 

include the pooling layer with the highest global 

average and the dropout layer. We set the density tier 

to 128 units, use the ReLU6 activation function, as well 

as set the dropout rate at 0.5. 

F. Overview 

The principal fused layer to the fusion technique is to 

take advantage of locality in the dataflow of a 

convolution. The output value of each convolutional layer 

is solely reliant on a tiny subset of the layer's inputs. We 

take use of this phenomenon by developing an assessment 

approach in which the first fused layer estimates its 

outputs in the order that the second fused layer demands 

them. This enables data to be transferred directly from one 

layer to the next without being moved off and back on the 

chip; the intermediate data is deleted once the subsequent 

layer consumes it. We begin with a single point in the 

output and work our way back to determine which region 

of the input feature maps it is dependent on. This approach 

generates a computation pyramid over numerous levels of 

feature maps when the layers are displayed spatially. It is 

unnecessary to load a whole fresh input pyramid base after 

completing a pyramid computation. Instead, each time the 

pyramid's base moves one space ahead, just one new 

column of the input space is loaded. 

Some intermediate feature map values are required for 

both the black as well as red outputs. Both sets of output 

values are created using several intermediate values since 

their pyramids overlap. There are two options for dealing 

with this scenario. We may either compute the values 

every time they are required, or we can cache as well as 

repeat the in-between results while constructing the next 

pyramid. Although recalculating the integers requires 

more arithmetic operations, it has the benefit of simplicity 

because the core dataflow of each pyramid is the same. 

Caching the intermediate results removes this needless 

work, although it demands on-chip buffering moreover it 

makes each pyramid's processing random since a few 

pyramids require extra computing than others. 

Accelerator Architecture 

A Convolutional Neural Network (CNN) harvests 

features by the use of a set of convolutional layers, which 

are generally followed by one or more dense (“fully 

connected”) neural network layers that do classification. 

Each layer gets N feature maps as input (N channels of 

R  C values) as well as convolute them with M sets of 

N  K  K filters (whose weights had earlier been 

calculated using a learning procedure as 

backpropagation). Convolution is performed for each of 

the M sets by sliding the filter with a stride of S across the 

input feature map (where S sites are moved by a filter at 

each step). At each point, the values of a filter are 

multiplied by the overlapping values of the input feature 

maps. In an output feature map, the resulting products are 

joined together to create a single value. This method is 

done for each of the M filter sets, each time yielding one 

output feature map. Convolutional networks include 

abundant layers, including the output of the previous layer 

acting as input feature maps for the following layer. 

Increased network intensity (layer count) improves 

recognition accuracy (Simonyan and Zisserman, 2014). As a 

result, the number of layers utilized in cutting-edge CNNs 

has increased significantly in recent years. A hardware 

prototype is used to evaluate fused-layer CNN accelerators. 

A. Baseline CNN Accelerator 

Loop modifications, like loop reordering, tiling, and 

unrolling, are used in the design to reorganize calculations 

and memory accesses, enhancing performance and 

minimizing data transmission (Zhang et al., 2015). For 

each computed invocation, this accelerator is constantly 

active, loading the input from off-chip memory and 

storing the output to off-chip memory. By pipelining the 

loop iterations and overlaying the compute operation of 

each tile with the load operation of the neighboring tile, 

the usage of double-buffering allows this design to 

execute at high efficiency. 

 

 
 
Fig. 5: Pseudo-code for fused layer accelerator 
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B. Fused Layer Implementation 

The fused layer accelerator was built on top of the base 

CNN accelerator. The proposed fused-layer CNN 

accelerator computes for many layers, avoiding all off-

chip data transmission of intermediate data along with 

writing the output feature maps only after all fused layers 

have been computed. Figure 5 shows the pseudo-code for 

this fused layer, which instantiates a distinct compute module 

for each layer being fused. The reuse model fused-layer 

accelerator and the baseline accelerator do the same amount 

of computation; our contribution as well as the key difference 

among the designs is that we minimize bandwidth utilization 

by minimizing needless data movement on as well as off-

chip between processing layers. 

The calcparams module is called first to obtain the R 

as well as C dimensions for each fused layer, after which 

the compute module is invoked. The reuse module may 

prepare the input between compute operations by 

combining data from the previous convolution output and 

data from the load operation, which transfers data from 

off-chip memory. We include pooling and padding layers, 

which are essential for the CNN computation to be 

completed successfully. Because pooling along with 

padding is not computationally expensive, earlier work 

has mostly ignored them in favor of building 

convolutional layer accelerators. We combine these 

actions when fusing layers, however, to ensure that the 

entire system is complete. 

At design time, the calcparams module is configured 

with the values X, Y, Sx, as well as Sy (pyramid base 

width, height, along with stride between neighboring 

pyramids) described above. The row, as well as column 

values, indicate the input data to transfer from off-chip 

Memory (rowt, columnt, inH1, inW1) along with the 

dimensions of each layer’s computation at each iteration 

using the following formulas: 

 

   1 , 0

0, 0
t

Y row Sy K S if row
row

if row

     
 


 (5) 

 

   1 , 0

0, 0
t

X column Sx K S if column
columnt

if column

     
 


 (6) 

 

, 1& 0

, 1& 0

1, 1

n

n

X if n col

inputW Sx K S if n col

OutputW if n

 


    
  

 (7) 

 

, 1& 0

, 1& 0

1, 1

n

n

Y if n row

inputH Sy K S if n row

OutputH if n

 


    
  

 (8) 

Finally, the fused accelerator is pipelined to overlap 

the compute levels so that level 2 may begin processing 

as soon as level 1 completes its initial step. The pipeline 

steps that comprise the compute modules must be 

balanced to make good use of the FPGA resources 

assigned to the accelerator. This is accomplished by 

determining an acceptable set of Tm as well as Tn unroll 

factors for each layer; greater values improve parallelism 

inside the module, allowing the associated layer to 

complete faster. 

Experiments Setup 

A. Dataset used 

The suggested machine learning system is evaluated 

on an MRI brain tumor dataset as shown in Fig. 6. The 

MRI brain tumor dataset includes 826 MRI pictures of 

patients with glioma tumors, 822 MRI images of 

patients with meningioma tumors, 827 MRI images of 

patients with pituitary tumors, as well as 835 MRI 

images of normal people. 

B. Implementation 

Our suggested solution is written in Python and 

implemented with Keras. Table 1 shows the hyper-

parameters we employed in our research. We divided 

each dataset into train and test sets in a 70:30 split. To 

display the final averaged performance for each 

dataset, 5 various arbitrary train/test divisions are used. 

To minimize over-fitting at the time of training, we 

fixed 20% of the train for verification along with 

changing the rate of learning value for the sake of 

individual epochs as given in Eq. (9): 

 

  0 0.4 1 / 4n epoch n      (9) 

 

where, 𝑛, 0, as well as epoch(n), describe the learning 

rate at nth epoch, initial learning rate, along with a 

subsequent number of the current epoch. 

 
Table 1: Hyper-parameters used in our study 

https://doi.org/10.1371/journal.pone.0264586.t002 

Parameters Values 

Size of image 224  224 

Size of batch 64  

Number of epochs 60  

Range of rotation 90 

Range of shear 0.2 

Vertical flip True 

Optimizer Adam 

Learning rate  0.0001 

Loss Categorical cross-entropy 

Horizontal flip True 

https://doi.org/10.1371/JOURNAL.PONE.0264586.T002
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Fig. 6: Dataset of brain tumor 
 

C. Evaluation Metrics 

To assess the effectiveness of our proposed model, we 

employ 7 assessment criteria (Eqs. 10 to 16). These are 

computed adopting a confusion matrix derived in 

distinction to classifications. The confusion matrix 

compares actual classes to expected classes. During 

classifications, the diagonal of the confusion matrix 

indicates the properly identified occurrences: 

 

 /Precision TP TP FP   (10) 

 

 /Recall TP TP FN   (11) 

 

   1 2 /F P R P R     (12) 

 

   /Acc TP TN TP TN FP FN      (13) 

 

where, TP, TN, FP, as well as FN, describes true positive, 

true negative, false positive as well as false negative for a 

particular class. Equivalently, Precision, Recall, and F1 

illustrate precision, recall as well as F1-score for a 

particular class: 

 

   0 / 1e ekappa score p p p     (14) 

 

where, p0 is the observed agreement ratio and pe is the 

hypothetical probability of chance agreement: 

 

 1 1/ | | 1a

a L

MAF L F   (15) 

    1 1/ 1a

a L

WAF Supp a F Supp a
 

  
 
   (16) 

 

where, L illustrates the set of classes, and supp (a) Denotes 

the number of samples in a particular class. MAF1 and 

WAF1 illustrate macro-average F1-score as well as 

weighted-average F1-score accordingly. 

Results and Analysis 

Three distinct deep-learning models were utilized in 

this study to detect brain tumor illness patients. On MRI 

scans, popular pretrained deep learning models such as 

MobileNetV2, EfficientNetV1, and InceptionResNetV2 

were trained and assessed. 

A. MobileNet-V2 

The MobileNet-V2 model has a total of 2,263,108 

parameters. The training parameters are 2,228,996, 

whereas the non-training parameters are 34,112. 

The classification metrics of MobileNetV2 for 

characteristics such as precision, recall, as well as F1-score 

are shown in Fig. 7, along with a macro-average accuracy 

of 98% along with weighted-average accuracy of 98% for 

precision, recall, as well as F1-score. 

The confusion matrix for MobileNetV2 is shown in the 

output Fig. 8, with exponential values as 4.2e+02, which 

means 420 (4.2*102) accurate values in decimal for no 

tumor, with exponential values as 3.5e+02, which 

means 350 (3.5*102) accurate values in decimal for 

glioma tumor, with exponential values as 3.4e+02, that 

means 340 (3.4*102) accurate values in decimal for 

meningioma tumor as well as with exponential values 

as 3.8e+02, that means 380 (3.8*102) accurate values 

in decimal for a pituitary tumor. 

Pituitary tumor (3) Glioma (2) Pituitary tumor (3) Glioma (2) Pituitary tumor (3) Glioma (2) 

Glioma (2) Meningioma (1) Glioma (2) Pituitary tumor (3) Glioma (2) Pituitary tumor (3) 

Glioma (2) Pituitary tumor (3) Pituitary tumor (3) Pituitary tumor (3) Glioma (2) Pituitary tumor (3) 
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The graphical representation of the results in terms 

of accuracy or loss for different epochs for 

MobileNetV2 is shown in Fig. 9. The testing accuracy, 

as well as loss, is practically constant after a specific 

number of epochs, although the validation accuracy, as 

well as loss, vary considerably at first for several 

epochs, then settle to a constant value after a certain 

number of epochs. 

B. InceptionResNetV2 

The total amount of parameters employed in the 

InceptionResNetV2 model is 54,342,884. 54,282,340 are 

utilized as training parameters, whereas 60,544 are used 

as non-training parameters. 

The classification metrics of InceptionResNetV2 for 

parameters such as precision, recall, as well as F1-score 

are shown in Fig. 10, along with macro-average accuracy 

of 100% as well as weighted-average accuracy of 98% for 

precision, recall, and F1-score. 

The confusion matrix for InceptionResNetV2 is 

shown in the output Fig. 11, with exponential values as 

4.2e+02, which means 420 (4.2*102) accurate values 

in decimal for no tumor, with exponential values as 

3.5e+02, which means 350 (3.5*102) accurate values in 

decimal for glioma tumor, with exponential values as 

3.4e+02, that means 340 (3.4*102) accurate values in 

decimal for meningioma tumor as well as with 

exponential values as 3.8e+02, that means 380 (3.8*102) 

accurate values in decimal for a pituitary tumor. 

The graphical representation of the results in terms of 

accuracy or loss for different epochs for 

InceptionResNetV2 is shown in Fig. 12. The testing 

accuracy, as well as loss, is practically constant after a 

specific amount of epochs, but the validation accuracy, 

as well as loss, vary substantially at first for several 

epochs, then settle to a constant value after a certain 

number of epochs. 

C. EfficientNet 

The total number of parameters employed in the 

EfficientNet model is 6,580,363. 6,518,308 are utilized as 

training parameters, whereas 62,055 are used as non-

training parameters. 

The classification metrics of EfficientNet for 

parameters such as precision, recall, as well as F1-score 

are shown in Fig. 13, as well as macro-average accuracy 

of 100% as well as weighted-average accuracy of 100% 

for precision, recall, and F1-score. 

The confusion matrix for EfficientNet is shown in 

the output Fig. 14, with exponential values as 4.2e+02, 

which means 420 (4.2*102) accurate values in decimal 

for no tumor, with exponential values as 3.5e+02, 

which means 350 (3.5*102) accurate values in decimal 

for glioma tumor, with exponential values as 3.5e+02, 

that means 350 (3.5*102) accurate values in decimal for 

meningioma tumor as well as with exponential values 

as 3.9e+02, that means 390 (3.9*102) accurate values 

in decimal for a pituitary tumor. 

The graphical representation of the results in terms 

of accuracy or loss for different epochs for EfficientNet 

is Fig. 15. The testing accuracy, as well as loss, is 

practically constant after a specific amount of epochs, 

but the validation accuracy, as well as loss, vary 

substantially at first for several epochs, then settle to a 

constant value after a certain number of epochs. 

 

 

 
Fig. 7: Classification metrics for the MobileNetV2 model 
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Fig. 8: Confusion matrix for MobileNetV2 

 

 
 

Fig. 9: Comparison of accuracy and loss graph for MobileNetV2 

 

 
 

Fig. 10: Classification metric for the inception of the ResNetV2 model 
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Fig. 11: Confusion matrix of InceptionResNetV2 model 

 

 
 

Fig. 12: Comparison of accuracy and loss Graph for inception res net Model 
 

 
 

Fig. 13: Classification metric for EfficientNet model 
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Fig. 14: Confusion matrix for EfficientNet 

 

 
 

Fig. 15: Comparison of accuracy and loss graph for EfficientNet 

 

Discussion 

The prediction results were evaluated using the 

following parameters: Precision, recall, F1-score, as well 

as accuracy. Table 2 shows the obtained precision, recall, 

F1-score, and support for the classification of ML models. 

MobileNetV2 models and InceptionResNetV2 models 

exhibit nearly identical results for image categorization of 

brain tumors, with both macro-average as well as 

weighted-average accuracy of 98%. Because of its 

increased generalization and inbuilt ensemble learning 

feature, the EfficientNet model produces the greatest 

results, with 100% accuracy for both macro-average as 

well as weighted-average. Larger networks with more 

breadth, depth, or resolution are more accurate. We 

suggested CNN model outperforms all previous models 

trained in terms of experimental performance, with an 

accuracy of 97%. 
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Table 2: A comparative study of categorization metrics using three distinct deep-learning approaches was conducted 

  Precision Recall F1-score Support 

MobileNetV2 Glioma tumor 0.99 0.98 0.98 356 

 Meningioma tumor 0.97 0.97 0.97 353 

 No tumor 0.99 1.00 0.99 419 

 Pituitary tumor 0.99 0.99 0.99 387 

InceptionResNetV2 Glioma tumor 0.98 0.98 0.98 356 

 Meningioma tumor 0.97 0.96 0.97 353 

 No tumor 0.99 1.00 0.99 419 

 Pituitary tumor 0.99 0.99 0.99 387 

EfficientNet Glioma tumor 0.99 1.00 1.00 356 

 Meningioma tumor 1.00 0.99 0.99 353 

 No tumor 1.00 1.00 1.00 419 

 Pituitary tumor 1.00 1.00 1.00 387 

 

A. Related Problems 

There are several unresolved issues regarding brain 

tumor classification. Brain tissue classification, (known as 

anatomical brain classification), tries to assign each unit a 

different brain tissue class. Tumor detection seeks to 

distinguish aberrant tumors or lesions, and also gives the 

tissue's expected class. It should be noted that certain brain 

tumor segmentation research approaches only provide an 

individual description of the classification mask or the tumor 

core's center point beyond sub-region classification. The 

process of extracting predefined features from brain scan 

images, then classifying feature representation into graded 

disorders such as High-Grade Gliomas (HGG) and Low-

Grade-Gliomas (LGG), Mild Cognitive Impairment (MCI) 

(Suk et al., 2016), Alzheimer’s Disease (AD) (Suk and Shen, 

2016) and Schizophrenia (Pinaya et al., 2016) is referred to 

as disorder classification. In addition to clinical diagnosis, 

survival prediction analyses tumor patterns and activity 

(Yoo et al., 2016) to predict survival rates (Rota Bulo et al., 

2017). Based on the tumor segmentation results, both disease 

categorization and survival prediction may be considered 

downstream tasks. 

B. Research Challenges 

Despite tremendous advances in brain tumor 

segmentation, updating deep learning methods continues 

to face problems, with various obstacles to overcome. The 

difficulties connected with brain tumor segmentation are 

classified as follows: 

 

1) Uncertainty of Location-Glioma develops from the 

gluey cells that surround nerve cells. Because of the 

extensive geographical dispersion of gluey cells, 

HGG (High-Grade Glioma) or LGG (Low-Grade 

Glioma) can form anywhere in the brain 

2) Morphological Uncertainty-Unlike a hard item, the 

morphology, such as the size along with the shape of 

distinct brain tumors, changes including great 

concern. Being the outer layer of a brain tumor, 

edoema tissues exhibit a variety of fluid structures 

that give little prior information for characterizing 

tumor forms. Tumor subregions can also differ in 

form as well as size 

3) Low contrast-images with high resolution as well as 

contrast are likely to include a wide range of visual 

information (Liu et al., 2016). As a result of the 

image projection as well as tomography procedures, 

MRI images may be of low quality along with 

contrast. A distinction between biological tissues is 

sometimes hazy and difficult to discern. Cells along 

the boundary are difficult to classify, making exact 

segmentation more complex and difficult to perform 

4) Annotation bias-because manual annotation is mostly 

based on human experience; annotation bias might be 

introduced during data labeling. During the learning 

process, annotation biases have a significant influence 

on the segmentation algorithm (Chen and Joo, 2021) 

5) Imbalanced issues-this has an impact on the data-

driven learning process since the retrieved 

characteristics may be heavily impacted by big tumor 

areas (Rota Bulo et al., 2017) 

 

Conclusion 

We created a novel convolution-attention module-

based MobileNetV2 classifier for brain tumor images in 

this study. This study provides a comparative analysis of 

three CNN architecture-based models for brain tumor 

classification. The categorization was carried out utilizing 

a brain tumor MRI image database that has four classes, 

three of which are brain tumor kinds and the remaining 

category is the normal class. 

Deep Convolutional Neural Networks (DCNNs) are 

gaining popularity in a variety of applications, 

generating a lot of interest in the development of 

accelerators for them. The conventional method for 

constructing CNN accelerators has been to process 

layers repeatedly until they are complete, necessitating 

off-chip storage of intermediate data. The fundamental 

advantage of the fused-layer assessment technique is 

the ability to preserve inter-layer intermediate data on 

the chip, reducing off-chip transmission. A suggested 
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Machine Learning system is evaluated on an MRI brain 

tumor dataset. The MRI brain tumor dataset includes 

826 MRI pictures of patients with glioma tumors, 822 MRI 

images of patients with meningioma tumors, 827 MRI 

images of patients with pituitary tumors, as well as 835 MRI 

images of normal people. 

Our technique has certain drawbacks. First, we 

solely employ online data augmentation for our trials. 

Second, it would be worthwhile to investigate the 

integration of characteristics derived from different 

layers of MobileNetV2 to improve the performance of 

brain tumor classifications. We must also look at how 

our technology can be used effectively in a mobile 

environment or on a cutting-edge computer platform, 

especially in an Internet of Things (IoT) scenario. 
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