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Abstract: Customer reviews are a valuable data resource for business owners 

and companies. Customers frequently write reviews on many platforms, such 

as eBay or Amazon. These reviews show, for instance, to what extent 

customers are satisfied with a service or a product. Therefore, these reviews 

can be used by companies and business owners to improve their services or 

products. However, numerous reviews make it difficult and time-consuming 

for companies to manually read, analyze, and classify every review. To tackle 

this issue, we proposed a sentiment analysis model that automatically 

analyses and classifies customer reviews. To build the model, six popular 

Machine Learning (ML) classifiers and a Deep Learning (DL) classifier were 

chosen. The six applied ML classifiers were implemented using three feature 

extraction techniques: Bag of Words (BoW), Term Frequency-Inverse 

Document Frequency (TF-IDF), and N-grams. The aim was to determine the 

most efficient classifiers and feature sets for analyzing customer reviews. To 

train the model, we used a large, public, and real-world dataset that consisted 

of 4 million customer reviews. The results of this study confirmed some of 

the published results and showed some considerable improvements 

compared to some of the existing sentiment analysis models. Moreover, the 

findings indicated that applying N-grams revealed better accuracy of almost 

all ML classifiers. Among the selected ML classifiers, the higher accuracy 

was achieved at 91.3% when using the Support Vector Machines (SVM) with 

TFIDF and a combination of Unigram, Bigram, and Trigram. The worst 

accuracy was 77.3% when applying the Decision Tree (DT). However, Long 

Short-Term Memory (LSTM) showed the highest accuracy at 93.3%. We 

also utilized a web-based tool to deploy the sentiment analysis model so it 

would be freely accessible. Our tool will help companies and business 

owners analyze their customer reviews automatically and display a set of 

statistics effortlessly at a low cost, thereby measuring customer satisfaction. 
 

Keywords: Natural Language Processing, Sentiment Analysis, Learning, 

Customer Reviews, Customer Satisfaction 
 

Introduction  

We live in an age of data deluge, where the amount 

of data is imposed to build novel tools to effectively 

extract, analyze, and understand the massive amounts of 

data. One of the most important types of data is customer 

reviews. Customer reviews are an essential and valuable 

resource for displaying customer satisfaction with a 

business or a product. Business owners and companies 

can use these reviews to further grow, enhance their 

services, and identify areas where they need to improve. 

For example, if a business receives many negative 

reviews about its customer service, it can use this 

feedback to train its staff and improve its customer 

service processes. Moreover, customers are more likely 

to trust reviews from other customers than they are 

traditional advertising. This is because the reviews are 

seen as more authentic and unbiased. However, the 

problem with this kind of data is that it is poorly 

structured and could reach thousands of reviews. 

Therefore, it is difficult for business owners to manually 

analyze, understand, or classify all customer reviews. As 

a result, there is a need to build a tool that analyses and 

organizes customer reviews automatically. 
One of the ways to analyze and classify data is to use 

sentiment analysis. Sentiment analysis is a field of 
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natural language processing that analyses text to 
determine the author’s emotional sentiment. Sentiment 
analysis is a rapidly expanding field of research with 
applications in several domains. For example, it can be 
used by businesses to understand customer feedback. 
This can be employed for a wide range of ends, such as 
understanding customer feedback, tracking social media 
sentiment, or identifying fake feedback. However, 
understanding the sentiment of a text requires more than 
just counting positive and negative words in a text; It is 
also essential to consider the context of the words and 
the overall tone of the review (Boukes et al., 2020; 
Nandwani and Verma, 2021). 

Sentiment analysis is typically performed using 

Machine Learning (ML) and Deep Learning (DL) 

classifiers (Zhou et al., 2020; Hu et al., 2013; Medhat et al., 

2014). Many ML and DL classifiers can be used for 

sentiment analysis. Consider of the most common ones 

include Support Vector Machines (SVM), Logistic 

Regression (LR), Decision Tree (DT), Multinomial N¨ıve 

Bayes (MNB), Bernoulli N¨ıve Bayes (BNB), Random 

Fores (RD), Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) (Ligthart et al., 2021; 

Dey et al., 2020; Pang et al., 2002; Rahman et al., 2020; 

Onan, 2020; Yuan et al., 2020). Thus, in this study, we 

will use ML and DL classifiers to build a sentiment 

analysis model that automatically analyses and classifies 

customer reviews.  

Wankhade et al. (2022) conducted a detailed survey 

study on different sentiment analysis applications, 

methods, tools, and challenges. Four levels of sentiment 

analysis were discussed: Document level, sentence level, 

phrase level, and aspect level. The survey emphasizes 

several classification methods while discussing some of 

the necessary procedures in sentiment analysis. The 

authors found that NB and SVM classifiers are 

frequently employed as baseline performance measures. 

The authors also discussed and listed a few significant 

challenges faced such as methodological challenges. 

Also, Zhang et al. (2018) provided a detailed survey on 

how deep learning models are used in sentiment 

analysis. In a similar way, Birjali et al. (2021) conducted 

a survey study on sentiment analysis approaches, issues, 

and current directions. The authors recognized three 

major approaches to sentiment analysis: Lexicon-based, 

machine learning-based, and hybrid approaches. The 

authors then identified several challenges, such as 

dealing with sarcasm and irony, and mentioned several 

trends, such as using the increase of the DL and 

multimodal in sentiment analysis.  

Contribution: In this study, we built a sentiment analysis 

model that automatically analyses and classifies customer 

reviews as positive and negative to help business owners 

measure customer satisfaction automatically. The aim of 

this study is to evaluate and select the most efficient 

classifiers and feature sets for analyzing customer 

reviews. To train the model, we used a large and real-

world dataset that consisted of 4 million genuine customer 

reviews. We built the model by applying six ML 

classifiers (LR, SVM, DT, RF, MNB, and BNB) and one 

DL classifier (LSTM). The applied ML classifiers were 

experimented with using three feature extraction 

techniques: Bag of Words (BoW), Term Frequency-

Inverse Document Frequency (TF-IDF), and N-grams. 

The higher accuracy reached 91.3% when using the SVM 

classifier with TF-IDF and a combination of Unigram, 

Bigram, and Trigram. However, the LSTM classifier 

showed the highest accuracy at 93.3%. The results of this 

study confirmed some of the published results and showed 

some considerable improvements compared to some of 

the existing sentiment analysis models. We also employed 

a web-based tool to deploy the sentiment analysis model 

so it would be accessible to companies or business owners 

to analyze their customer reviews automatically and 

display statistics to measure customer satisfaction. The 

results of our work might also assist companies and 

business owners in improving their services, 

personalizing the customer experience, and providing 

real-time insights into customer satisfaction. 

Related Works 

Singh et al. (2022) analyzed Amazon reviews using 

DL with different word embedding approaches, such as 

BERT, Glove, Elmo, and Fast Text. The model is based 

on a Recurrent Neural Network (RNN) trained on a 

customer reviews dataset. It also evaluates and 

investigates critical grammatical sections. The authors 

find that the Multichannel CNN model with a fast text 

classifier offers the highest accuracy at 79.83%. In our 

work, the proposed approach achieved a high 

classification accuracy of 91.3% when applying SVM 

and 93.3% when applying LSTM. 

Rahman et al. (2020) collected customer reviews from 

several Android apps to identify users’ opinions on these 

Android apps. The authors applied five ML classifiers 

(k-nearest neighbors, RF, SVM, DT, and NB) and 

adopted three teachings: BoW, N-grams, and TF-IDF. 

The highest accuracy reached 88.9% using SVM. In our 

work, six ML classifiers and a DL classifier were adopted 

and the highest accuracy reached 93.3%. Also, we 

developed a cloud-based tool to allow companies and 

business owners to analyze reviews easily. 

Laksono et al. (2019) applied TextBlob, a lexicon-

based sentiment analyzer, and NB classifier to analyze 

customer reviews from the TripAdvisor dataset. The 

results showed 72.06% accuracy using NB and 69.12% 

using TextBlob. Also, Hasan et al. (2020) conducted a 

sentiment analysis on restaurant reviews in Dhaka city. 

The dataset included 338 restaurants with a total of 7280 

reviews, 4079 reviews were labeled as positive and 3201 

reviews were labeled as negative. The authors only 
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applied one classifier (SVM) and used BoW and TF-IDF as 

feature analysis along with N-gram. The highest 

accuracy reached 91.53%. In this study, we adopted two 

feature extraction techniques BoW and TF-IDF along 

with N-grams, and applied six ML classifiers and one 

DL classifier. Our model achieved a high accuracy 

reaching 93.3%. 

Taecharungroj and Mathayomchan (2019) used 

TripAdvisor reviews to develop a sentiment model. 

65,079 reviews of tourist attractions in Phuket, Thailand, 

were analyzed. They applied latent Dirichlet allocation 

to extract dimensions of attractions and the NB 

algorithm to analyze the occurrence of each term in 

positive and negative appraisals. The accuracy of the 

model was achieved at about 70%. In our work, the 

proposed approach achieved a high classification 

accuracy of 91.3% when applying SVM and 93.3% 

when applying LSTM. 

Pang et al. (2002) used movie reviews as a dataset 

from Internet Movie Database (IMDb) to classify 

documents by sentiments. They extracted 700 positive 

and 700 negative reviews randomly. They used the 

BOF framework with eight features most importantly 

unigram, bigram, and unigram features. Their text 

processing only included negation handling with the 

unigram feature, in which they appended NOT as a tag 

between the negation character and the closest 

punctuation mark to each word, although they admitted 

that this technique had a negligible effect on 

performance. The authors did not use stop word 

removal or stemming in the preprocessing stage. After 

that, the authors trained their model using NB, 

Maximum Entropy, and SVM. The accuracy achieved 

78.7% with unigram using NB, 77% with bigram, and 

82.7% with unigram and bigram using SVM. Our 

model achieved higher accuracy reaching 91.3% when 

applying SVM. 

Materials and Methods 

The proposed methodology to build the sentiment 

analysis model was divided into five steps: 

 

Step 1:  Dataset selection 

Step 2:  Dataset preprocessing 

Step 3:  Feature extraction 

Step 4:  Model training 

Step 5:  Model evaluation 

 

Each step is briefly explained in the subsections. 

                                                                 
1https://www.kaggle.com/datasets/nabamitachakraborty/amazonreviews 
2https://www.kaggle.com/code/nmaguette/up-to-date-list-of-slangsfor-

text-preprocessing 

Step 1: Dataset Selection 

In this research, we used a large, public, and real-

world dataset that consisted of 4 million customer 

reviews. The dataset is available online at Kaggle1. The 

dataset is titled 4 million Amazon reviews. It is divided 

into two files: Training and testing. The training file 

contains 3.6 M reviews and the testing file contains 400 K 

reviews. Each file consists of two columns: One is for the 

reviews and the other is for the sentiment labeling (2 for 

positive and 1 for negative). To train the model, a sample 

of 250 K reviews was randomly selected from each 

category. We used the random state parameter with an 

arbitrary seed to generate the same sample each time we 

compiled the code to duplicate the results. 

Step 2: Dataset Preprocessing 

Dataset pre-processing is a crucial step for reducing 

errors, making better predictions, and improving 

accuracy. To ensure the text is ready for further analysis, 

we used the following text preprocessing techniques: 

 

1. Convert reviews to lowercase: Lowercase was 

applied to all reviews to maintain consistency among 

all tokens and reduce the complexity as case 

sensitivity increases model complexity (Uma et al., 

2022; Alsanoosy and Alqarni, 2023). This can cause 

problems for machine learning models, which often 

rely on matching words and phrases to each other 

2. Expand abbreviations: Each abbreviation was 

expanded to the corresponding meaning. 

Abbreviations and slang words were expanded using 

a dictionary that contains 246 abbreviations and slang 

words 2 . For example, the abbreviation “lol” was 

expanded into laughing out loud, where the space is 

replaced with an underscore, so the abbreviation is 

considered as one token 

3. Converts emojis and emoticons: Emojis were 

converted to text using a Python library called emoji3. 

Also, emoticons such as :), :( or ;) are converted to 

text using a library called emot4 

4. Stop words and single/double-letter words are 

removed: We removed stop words which are words 

that are meaningless such as a, an, is, are, and then, 

from the reviews except for negation words 

5. Remove special characters: Emails, links, character 

repetition, HTML tags, numbers, and punctuation 

were removed to reduce the feature space by using a 

Python library called re 

3https://pypi.org/project/emoji/ 
4https://github.com/NeelShah18/emot 
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6. Remove contractions: Words like didn't, couldn't, or 

wouldn't are converted to did not, could not, and 

would not using the contractions library 

7. Stemming: Reviews were reduced words to their root 

forms by removing suffixes and prefixes. We used 

snowball stemmer over Porter and Lancaster stemmers 

because snowball stemmer strikes a balance between 

Porter and lacaster stemmers, it is not as aggressive as 

Lancaster and it is faster than Porter stemmer (Singh and 

Gupta, 2016; Gupta and Arora, 2022) 

To increase transparency and remove any biases, we 

provide a sample of the reviews in Figs. 1-2. Figure 1 

shows a sample of the 500 K Amazon reviews before 

the preprocessing steps and Fig. 2 shows a sample of 

the result after the preprocessing steps. Moreover, a 

sample of the 20 most frequent positive and negative 

reviews is provided to understand a review’s overall 

sentiment and to detect any bias (Figs. 3-4). The time 

taken to preprocess the 500K sample reviews was 

approximately 511 sec.
 

 
 

Fig. 1: A sample of reviews before the preprocessing steps 
 

 
 

Fig. 2: A sample of reviews after the preprocessing steps 
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Fig. 3: Bar chart for 20 most frequent positive words 

 

 
 
Fig. 4: Bar chart for 20 most frequent negative words 

 

Step 3: Feature Extraction 

After the preprocessing steps, we applied three 

feature extraction techniques. Feature extraction is the 

process of converting texts into vectors. We used the 

following three techniques: 

 

1. Bag of Words: BoW model represents the frequency of 

a word occurrence in the text as a feature (Qader et al., 

2019). It is used to extract features from text. BoW 

ignores word order, its semantic meaning, and its 

grammatical structure. Instead of counting the 

frequency of the individual words, BoW can apply a 

slightly more sophisticated approach with N-grams, 

adding a meaningful meaning to a feature 

2. Term Frequency-Inverse Document Frequency 

(TF-IDF): TF-IDF is one of the most commonly used 

techniques for feature selection in text information 

processing. It is composed of two aspects: Term 

Frequency (TF) which refers to the frequency of 

occurrence of a feature term in the text set and Inverse 

Document Frequency (IDF) which measures a term’s 

importance within a document (Ramos, 2003; 

Christian et al., 2016). One of the problems of BoW 

is that it may give a high score to a word that appeared 

frequently in a document, while it may not contain 

relevant information to the document. TF-IDF solves 

this problem by giving weight to the words 
 

The TF-IDF mathematical equation can be 

represented as shown in (1): 
 

( , ) ( ) log ( )N

CFTF IDF W w C TF w C x T    (1) 

 
where: 

TF(w)C = Number of a word (w) in reviews (C) 

N  = The total number of reviews in the dataset 

CF(t) = Number of documents containing the term (w) 
 

3. N-grams: N-grams are sequential sequences of words 

in a document (Huston et al., 2011). N-grams are able 

to capture information about the structure of words 

and phrases in a text dataset, which has been shown to 

be effective. It can be applied to both BoW and TF-IDF. 

The N stands for how many words are in the 

sequence. Unlike the BoW, the N-grams take the 

order into consideration. For example, it would be 

better to use bigram on "Abu Dhabi" instead of 

separating them into single words because they carry 

a meaning together. If they were separated, the 

meaning would change. We extracted unigram, 

bigram, and trigram to examine their effectiveness in 

sentiment classification. Dave et al. (2003); Pang et al. 

(2002) found that using N-grams as features would 

enhance the performance of some models in 

classifying reviews into positive and negative classes 
 

Step 4: Model Training 

In this project, we selected the most popular ML 

classifiers (Damopoulos et al., 2012; Talukdar et al., 

2020). We applied six ML classifiers: Support vector 

machines, logistic regression, decision tree, multinomial 

Na¨ıve Bayes, Bernoulli Na¨ıve Bayes and random forest, 

and one DL classifier, which is long short-term memory. 

The dataset has been split into 80% for training and the 

rest for testing. To shed light on the findings, the next 

section provides a presentation and analysis of the results. 

In this subsection, a brief description of each used 

classifier is given. 

Support Vector Machines (SVM): SVM is a 

supervised ML classification algorithm that draws a 

decision boundary line called a hyperplane to separate and 

classify data (Noble, 2006). In sentiment analysis, SVM 

is used to classify text, for example, into positive, 

negative, or neutral sentiment. It excels at both predicting 

continuous values (regression) and distinguishing 

between discrete categories (classification). The 

hyperplane is chosen to maximize the margin between the 
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two classes, the distance between the hyperplane, and the 

closest data points from each class. SVM is a popular 

choice for sentiment analysis because they are relatively 

simple to implement and can achieve high accuracy on a 

variety of datasets (Wankhade et al., 2022). 

N¨ıve Bayes (NB): NB is a probabilistic classifier that 

uses the Bayes theorem to calculate the probability of a 

text belonging to a particular sentiment class (Rish, 

2001). NB is a simple and efficient algorithm. It ranks 

data on the basis of probabilities. In text classification, 

two common variants of NB are used: Bernoulli N¨ıve 

Bayes (BNB), which is used with features that have a 

binary outcome (e.g., positive and negative) and 

Multinomial N¨ıve Bayes (MNB), which is used with 

discrete features such as word frequency (Sammut and 

Webb, 2011; Rennie et al., 2003; Dey et al., 2016). MNB 

assumes that the words in a text document are 

independent of each other, given the class of the document. 

BNB and MNB are simple and efficient algorithms often 

used for text classification tasks (Abbas et al., 2019; 

Rabbimov and Kobilov, 2020). In this study, both BNB 

and MNB will be used. 

Logistic Regression (LR): LR is a popular and 

essential ML classifier that relies on probabilities. It is 

used in binary response variables. In sentiment analysis, 

LR can be used to classify text as positive or negative 

sentiment. LR is a simple but effective algorithm for 

sentiment analysis. It is easy to implement and interpret 

and can be used to achieve better results in developing a 

sentiment analysis model (Wankhade et al., 2022). LR 

tries to find the relationship between the independent 

variables and the dependent variable. Once the model is 

trained, it can estimate the chances of new data points 

having one of two possible outcomes. 

Decision Tree (DT): DT works well for both 

classification and regression. It analyses data in a tree-

like fashion. DT algorithm first extracts features from 

the data then the algorithm builds a decision tree by 

repeatedly splitting the data into smaller subsets based 

on the values of the features. The algorithm splits data 

based on sentiment and chooses the feature by analyzing 

specific details. In sentiment analysis, DT performs 

classification by splitting the tree into branches where 

each branch represents a subset of the dataset with a 

standard feature. The splitting continues until it reaches 

the last level, where all the data is from one class 

(Priyanka and Kumar, 2020). 

Random Forest (RF): RF is a practical algorithm for 

classification and regression. It is an ensemble method 

that combines multiple DTs, where each tree is 

constructed based on a random subset of features and 

training samples (Kirasich et al., 2018). The predictions 

from each tree are then combined to provide the 

outcomes. RF is often used in image classification, fraud 

detection, and sentiment analysis tasks (Patel et al., 2023; 

Adugna et al., 2022). It works by constructing a large 

number of DTs, each trained on a different random subset 

of the training data. The algorithm also introduces 

randomness into the tree construction process by 

randomly selecting a subset of features at each split. This 

helps to reduce overfitting and improve the generalization 

performance of the model. 

Long Short-Term Memory (LSTM): LSTM is a type 

of Recurrent Neural Network that is specifically designed 

to handle sequential data, such as time series, speech, and 

text. Neural Network is a simulation of the human brain. 

Its architecture comprises three layers: An input layer, 

followed by hidden layers, and an output layer. Each 

layer is made up of nodes or artificial neurons. These 

nodes connect and have different weights or thresholds. 

The most standard type of neural network is the feed-

forward neural network, wherein the connection between 

the neurons does not form a cycle (Staudemeyer and 

Morris, 2019). Recurrent Neural Networks are networks 

with cyclic connections or recurrent connections, 

meaning the output of a layer can be fed back as an input. 

However, the fed-back signal of the Recurrent Neural 

Networks is limited, which gives rise to a problem called 

the long-term dependencies. This problem happens 

when the gap between the relevant input data is large, 

LSTM solves this problem (Yu et al., 2019). Thus, LSTM 

will be applied in this research. 

Step 5: Model Evaluation 

We evaluated the performance of the model by 

calculating the accuracy in terms of Accuracy (2) 

Precision (3) Recall (4) and F1-score (5): The following 

formulas were used to determine the performance of each 

classification model: 

 

 
TP TN

Accuarcy
TP TN FP FN




  
 (2) 

 

TP
Precision

TP FP



 (3) 

 

TP
Recall

TP FN



  (4) 

 

2* * 2*
1

2*

Precision Recall TP
F score

Precision TP FP FN
  

 
 (5) 

 

where, TP is True Positive, TN is True Negative, FP is 

False Positive and FN is False Negative. 

Results and Discussion 

This section presents the results of our experiments. 

The goal of this project was to evaluate the performance 

of different ML and DL classifiers to build a sentiment 
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analysis model. We used a variety of ML classifiers and 

feature extraction techniques to nominate the best 

classifiers and feature sets for analyzing customer 

reviews. In our experiments, we used six ML classifiers, 

one DL classifier, and three feature extraction techniques. 

The selected six classifiers were: LR, SVM, DT, RF, 

MNB, and BNB. The DL classifier was LSTM. The 

feature extraction techniques were BoW and TF-IDF, N-

grams. We applied different combinations of N-grams 

such as unigram, unigram + bigram, and unigram + 

bigram + trigram. We used the random state parameter 

with an arbitrary seed to generate the same sample each 

time we compiled the code to duplicate the results. 

In the first set of experiments, we applied BoW with 

different combinations of N-grams. In the second set of 

experiments, we applied TF-IDF with different N-gram 

combinations. Lastly, we applied the LSTM with no 

feature extraction technique. First, the results of the set of 

BoW experiments with different sets of N-grams will be 

presented (Table 1). Then, the results of TF-IDF 

experiments with different N-gram combinations will be 

presented (Table 2). Table 3 shows the model 

performance results of the highest achieved classifiers in 

terms of accuracy, precision, recall, and F1-score. 

In the first set of BoW experiments, we applied BoW 

with Unigram. The results indicate that the LR achieved 

the highest accuracy of 88.1% and RF accuracy achieved 

slightly less than the LR with a score of 87%. However, 

the DT scored the least accuracy at 78.5%. Table 1 shows 

the results of using BoW with Unigram. 

We then conducted an experiment using BoW with 

Unigram and Bigram. Results showed an improvement in 

the accuracy of all models, with LR leading the scores with 

an accuracy of 90.9% better than BoW using Unigram with 

an improvement of 2.8%. The SVM was the second best, 

achieving an accuracy of 89.7%. However, DT still 

performed the worst accuracy at 80.2% (Table 1). 

In the last experiment with BoW, we applied unigram, 

bigram, and trigram. The results showed an improvement 

in the accuracy of all the models (Table 1). LR again 

outperformed all other models with an accuracy of 91.2%, 

followed by SVM achieving an accuracy of 90.4%. Figure 5 

shows a bar chart that compares the models’ performance 

using BoW feature extraction with different N-grams. 

 
Table 1: Accuracy results of LR, SVM, DT, RF, MNB, and 

BNB classifiers using Bag of Words with different 

combinations of N-grams 

   Unigram+ 
  Unigram+ Bigram+ 
Models Unigram % Bigram % Trigram % 

LR 88.1 90.9 91.2 
SVM 86.7 89.7 90.4 
DT 78.5 80.2 80.4 
RF 87.0 88.1 88.2 
MNB 83.9 86.9 87.5 
BNB 84.4 87.2 87.5 

Table 2: Accuracy results of LR, SVM, DT, RF, MNB, and 

BNB classifiers using TF-IDF with different 

combinations of N-grams 

   Unigram+ 

  Unigram+ Bigram+ 

Models Unigram % Bigram % Trigram % 

LR 88.6 91.2 91.3 

SVM 88.2 91.1 91.3 

DT 77.3 79.0 78.9 

RF 87.0 88.1 88.1 

MNB 83.0 87.4 80.0 

BNB 84.4 87.2 87.5 

 

 
 
Fig. 5: Models’ accuracy using BoW feature extraction with 

different N-grams 

 

In the second set of experiments, we applied TF-IDF 

with different combinations of N-grams. We first applied 

TF-IDF with unigram. Results indicate an improvement 

in LR and SVM over BoW with Unigram from 88.1 and 

86.7% to 88.6 and 88.2% and a decline in the accuracy of 

DT and MNB from 78.5 and 83.9% to 77.3 and 83%. RF 

and BNB achieved the same accuracy of 87 and 84.4% 

when using BoW with Unigram. Table 2 shows the results 

of using TF-IDF with unigram. 

Then, we used TF-IDF with Unigram and Bigram. 

Again, LR achieved the best accuracy of 91.2% which 

was achieved using BoW with Unigram, Bigram, and 

Trigram. SVM followed this with an accuracy of 91.1%, 

almost the same as LR. As a result, it showed better 

improvement with 2.6% for LR and 2.9% for SVM, 

compared to TF-IDF with Unigram. Other models also 

had an improvement that ranged from 1.1-3.4% over TF-

IDF with Unigram (Table 2). 

Finally, we applied TF-IDF with Unigram, Bigram, and 

Trigram. Based on the results, LR and SVM achieved the 

best results of all the previous experiments, with an accuracy 

of 91.3% for both models (Table 2). DT had its worst result 

with an accuracy of 78.9%. Figure 6 shows a bar chart that 

compares model performances using TF-IDF feature 

extraction with different features to provide more insight, we 

compare the BoW and TF-IDF of the applied ML using the 
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N-grams combination (Figs. 7-9). Overall, the results 

indicated that using LR or SVM achieved the best accuracy 

among all models. The best accuracy level was recorded by 

applying TF-IDF with Unigram, Bigram, and Trigram, 

which achieved a rate of 91.3% in both LR and SVM models. 

Also, the difference between the results of BoW and TF-IDF 

with the same feature classes was minutes and sometimes 

negligible. One reason for the success of LR and SVM for 

sentiment analysis is that can learn complex relationships 

between features and labels (Jadav and Vaghela, 2016; 

Ramasamy et al., 2021; Tyagi and Sharma, 2018). LR uses 

a probabilistic model to predict the probability that a review 

is positive or negative, given the features of the review. 

SVM uses a hyperplane to separate the positive and 

negative reviews in the feature space (Jadav and Vaghela, 

2016). Both classifiers extract meaningful text features, 

such as word presence, the sentiment of individual words, 

and the overall structure of the review. LR and SVM are 

also well-suited for sentiment analysis because they are 

robust to noise in the data (Bertsimas and King, 2017; 

Agarwal and Mitra, 2014). Amazon reviews often contain 

misspellings, grammatical errors, and other forms of noise. 

LR and SVM are able to handle this noise effectively and 

still produce accurate predictions. 
We lastly applied the LSTM with no feature extraction 

technique. To train the LSTM, we used the same dataset 
used with the ML. We split it into 80% training data and 
20% testing data. The result we achieved with the LSTM 
model outperforms all the results of ML models with an 
accuracy of 93.3%, better accuracy than the SVM and LR 
using TF-IDF with unigram, bigram, and trigram by 2% 
accuracy (Table 3). Thus, the highest result we achieved 
was 93.3% by employing LSTM. 

We then tested our model with unseen data to avoid 

biased results using two different data sets. We used the 

IMDb movie reviews dataset from Stanford. The dataset is 

available online5. The dataset consists of 50K movie reviews 

categorized as positive and negative and our model achieved 

an accuracy of 88%. We used the IMDb movie reviews 

dataset used by Pang et al. (2002). The dataset is available 

online6. Compared to Pang’s work, our model achieves a 

higher accuracy of 84.2% slightly better than Pang’s result, 

which is 82.7%. When we tested the LSTM model with 

unbiased data, the LSTM model achieved an accuracy of 

86% with the IMDb dataset and 78% with Pang’s dataset. 

Also, our results outperformed the model proposed by 

Singh et al. (2022). Based on our work, we could say that 

LSTM might achieve better results than using Multi-

channel CNN (fast text). Thus, our model shows better 

preference. We also employed a web-based tool to host the 

model using Next JS and Flask, a Python web framework. 

Figures 10-11 show snapshots of the developed web-based 

tool. The snapshots show the results of the analysis of the 

IMDb movie reviews dataset used by Pang et al. (2002). 

                                                                 
5URL: https://ai.stanford.edu/ amaas/data/sentiment/ 

 
 
Fig. 6: Models’ accuracy using TF-IDF feature extraction with 

different N-grams 
 

 
 
Fig. 7: Comparison between BoW and TF-IDF using Unigram 
 

 
 
Fig. 8: Comparison between BoW and TF-IDF using Unigram 

and Bigram 
 

 
 
Fig. 9: Comparison between BoW and TF-IDF using Unigram, 

Bigram, and Trigram Table 3. Models performance of 

the highest achieved classifiers in terms of accuracy, 

precision, recall, and F1-score 

6URL: https://www.cs.cornell.edu/people/pabo/movie-review-data/ 
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Table 3: Models performance of the highest achieved classifiers in terms of accuracy, precision, recall, and F1-score 

Models Feature Accuracy % Class Precision Recall F1-Score 

LR BoW: Unigram + Bigram 90.9 Neg 0.92 0.90 0.91 
   Pos 0.90 0.92 0.91 
 BoW: Unigram + 
 Bigram + Trigram 91.2 Neg 0.92 0.91 0.91 
   Pos 0.91 0.92 0.91 
 TF-IDF: Unigram + Bigram 91.2 Neg 0.92 0.91 0.91 
   Pos 0.91 0.92 0.91 
 TF-IDF: Unigram + 
 Bigram + Trigram 91.3 Neg 0.92 0.91 0.91 
   Pos 0.91 0.92 0.91 
SVM BoW: Unigram + 
 Bigram + Trigram 90.4 Neg 0.91 0.90 0.90 
   Pos 0.90 0.91 0.90 
 TF-IDF: Unigram + Bigram 91.1 Neg 0.92 0.91 0.91 
   Pos 0.91 0.92 0.91 
 TF-IDF: Unigram + 
 Bigram + Trigram 91.3 Neg 0.92 0.91 0.91 
   Pos 0.91 0.92 0.91 
LSTM No feature extraction used 93.3 Neg 0.91 0.89 0.90 
   Pos 0.89 0.92 0.90 

 

 
 

Fig. 10: Analysis of IMDb movie reviews dataset 

 

 
 
Fig. 11: Analysis of IMDb movie reviews dataset 
 

The potential benefits of our work include: 
 

1. Analyses and classifies customer reviews 

automatically 

2. Helps customer service to prioritize customer service 

tickets and to personalize the customer experience by 

recommending products that are likely to be of 

interest to the customer 

3. Helps business owners to identify trends in customer 

satisfaction and develop targeted customer service 

strategies; and 

4. Provides real-time insights into customer satisfaction 

5. Helps product managers improve existing 

products/services 
 

However, it is essential to be aware of the limitations 

of sentiment analysis models, such as poor understanding 

of the context for a given feedback, and therefore need to 

be used carefully. 

Conclusion 

Customer reviews are an essential and valuable 

resource for measuring customer satisfaction with 

products or services. Customers frequently write 

reviews, posting their experience with the provided 

services. Therefore, this data can be used by companies 

and business owners to improve their services or 

products. However, numerous reviews make it difficult 

and time-consuming for companies to manually read, 

analyze, and classify every review. The amount of data 

is imposed to build novel tools to effectively extract, 

analyze, and understand these massive amounts of data. 

As a result, it is beneficial to build a sentiment analysis 

model that analyses and classifies customer reviews 

automatically. We applied the popular six ML classifiers 

and one DL classifier to build the model. The applied 

ML classifiers were evaluated using three feature 

extraction techniques: BoW, TF-IDF, and N-grams. For 

the ML classifiers, the best accuracy achieved was 

91.3% in both LR and SVM, when applying TF-IDF 

with Unigram, Bigram, and Trigram. The worst accuracy 

was achieved at 77.3% when applying the DT with TF-

IDF and Unigram. However, using the LSTM 

outperformed all ML results with an accuracy of 93.3%. 

We also developed a web-based tool to deploy the 

sentiment analysis model so it would be accessible by 

any companies or business owners to analyze their 

customer reviews automatically and display a set of 
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statistics to indicate customer satisfaction. The 

developed tool will assist companies and business 

owners to analyse customer reviews automatically and, 

therefore help them improve their services and achieve 

customer satisfaction. Moreover, the proposed model 

and tool can be used to identify the aspects of a product 

or service that customers are most or least satisfied with. 

This information can then be used to prioritize 

improvements and make changes that will likely have 

the most significant positive impact on customer 

satisfaction. Also, this information can be used to 

personalize the customer experience, such as by 

recommending products or services that are likely to 

interest the customer. 

In future works, we aim to use an Arabic dataset in the 

future because it is more challenging. Some potential 

challenges and specific areas of improvement for building 

sentiment analysis models using Arabic datasets are 

sarcasm, morphological complexity, variety of dialects 

and slang, and the use of negation as it can be expressed 

in a variety of ways, both explicitly and implicitly. We 

also aim to improve the accuracy of our model by using 

different DL classifiers, such as Generative Adversarial 

Networks (GANs) and Recurrent Neural Networks 

(RNNs). We also would like to enhance the functionality 

of our tool by adding more analysis diagrams and features. 
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