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Abstract: Neural Machine Translation (NMT) has become an essential tool
in Natural Language Processing (NLP), enabling the automatic translation
of text across languages. However, translating poetry remains a relatively
unexplored and complex task. Unlike general text, poetry carries multiple
layers of meaning, emotion, rhythm, and cultural nuance, making it difficult
to capture in another language through standard translation techniques. This
study focuses on the translation of Hindi poetry into English using modern
NMT approaches. The goal is to make the works of celebrated Indian poets
more accessible to non-Hindi-speaking audiences while preserving their
poetic qualities. We review existing poetry translation systems, discuss the
challenges they face, and explore how translation quality is typically
measured. We implemented two NMT models, an attention-based recurrent
neural network and a transformer architecture, and fine-tuned them using a
curated Hindi poetry dataset. Evaluation results show that our models
significantly improve translation quality compared to commonly used online
tools, with up to a 15% increase in BLEU scores. In addition, we consider
how newer Al techniques, such as Retrieval-Augmented Generation (RAG),
could further enhance poetry translation by providing contextual and
cultural information during generation. Our work highlights the need for
translation systems that go beyond literal meaning and better capture the
expressive nature of poetic language.
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both meaning and fluency. Specific challenges in Hindi--
English translation include:

Introduction

Recent developments in natural language processing
(NLP), especially those driven by deep learning, have
brought major improvements across multiple language
tasks. Within machine translation, Neural Machine complicates training. Our method aims to treat
Translation (NMT) has emerged as a leading method, synonymous words uniformly.
attracting significant interest from both research and 2. Word Form Variations: The same word may
industry communities. While the capabilities of NMT appear in visually different forms, such as <X
have grown steadily, its application to artistic domains and &
like poetry remains less explored. 3. Semantic Shifts: Even small synonym
replacements can change sentence meaning due
to Hindi's grammatical dependencies. For

instance, 3TIHTIT EIdT € versus ‘@E’T HIES

1. Synonym Variability: Hindi often offers
multiple synonyms for the same idea, which

Poetry translation presents unique challenges, as it
requires not only transferring meaning but also
preserving form, emotion, and stylistic elements. Despite
recent progress in machine translation, capturing the
subtleties of poetic language remains difficult.
Nonetheless, the global circulation of poetry continues,
highlighting the need for improved approaches. This
study investigates how neural models can be applied to
this task.

Many existing translation tools struggle to produce
meaningful Hind-English poetic translations. They often
miss contextual cues and stylistic nuances. In this paper,
we address these challenges and analyze current
translation systems focused on poetry. Our goal is to
improve translation quality using custom trained NMT

Machine Translation (MT) refers to the use of
automated systems to convert text from one language
(e.g., Hindi) into another (e.g., English), while retaining
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models. Our experiments suggest that these models
perform better than off the shelf online translators when
adapted for poetry.
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Background

At its core, a poem or verse (BIAAT/IH) is a literary
form that uses language to convey emotion, whether
gentle or intense, depending on the context. Poetic
language is often chosen for its aesthetic sound and
expressive power, rather than for strict grammatical
rules. This sets poetry (Y&) apart from prose (T&l). A
wellknown Hindi children's poem illustrates this:

e SHHT U E |
HEKUIE RS
TeX FeBTet! FR ST |

Features of Poetry

Understanding the core features of poetry is essential
when attempting to translate it, particularly across
languages. Key characteristics include:

Verse (#1) and Free Verse (Mukta-Kavita H?Ff—waﬁl)

Poems are generally categorized into structured verse
(1), which follows consistent patterns, and free verse
(k- ddT), which allows greater flexibility.

Syllable (Maatraa "1

Each character (31&X) in Hindi contributes a specific
syllable value (HTAT). Common values include 0, 1, or 2,
depending on the combination of letters and diacritics.

Rhyme (Tuk )

Rhyme involves repeating similar sounding words,
especially at the end of lines. In Hindi, rhyming often
requires consistent syllable counts across lines.

Rhythm (Laya «73)

Rhythm refers to the repeated patterns in a poem's
phrasing, creating a musical quality and natural flow. It
influences where pauses and emphases occur.

Meter

Meter relates closely to rhythm and syllables,
defining the length and beat structure of each poetic line.

Form

Poems may vary in rhythm or rhyme, yet still belong
to distinct forms such as lyric, narrative, or descriptive.

Structure of Poems

While poetic structures vary by language, certain
elements remain consistent. Hindi poems are typically
composed of the following elements:

e Sthaayee ‘(@mﬁ) or tek (3F)

e Antara (3TdT)

e Samaapti (HTG)
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Supporting lines (sahyogee) may also be included.
These units mirror the concept of stanzas in English
poetry. Often, the antara and sthaayee differ in rhyme,
but the samaapti usually follows the same pattern. All
parts should maintain consistent laya (rhythm) and
maatraa (syllable count).

Overview of Machine Translation Techniques

Significant advances in Machine Translation (MT)
have improved cross language communication. MT
systems are typically categorized as:

1. Statistical Machine Translation (SMT): SMT uses
statistical models trained on bilingual corpora to
map words and phrases across languages. Phrase
Based SMT (PBSMT) enhances accuracy by
translating in phrases rather than single words,
though it can struggle with long dependencies or
grammar mismatches.

. Rule Based Machine Translation (RBMT): RBMT
applies linguistic rules and dictionaries to translate
sentences. While precise, it may ignore context and
perform poorly on idiomatic expressions.

.Hybrid Machine Translation (HMT): HMT
combines SMT and RBMT, using translation
memory and human input to improve accuracy.

.Neural Machine Translation (NMT): NMT uses
deep neural networks to model entire sentences,
offering better fluency and contextual handling than
previous methods.

. Domain Adaptation: This technique adapts general
MT models to specific fields (e.g., poetry),
especially when training data is limited, making it
valuable for low resource languages.

Related Work

Over the years, Machine Translation (MT)
approaches have undergone substantial evolution, with
statistical and neural models emerging as dominant
paradigms. (Seljan et al., 2020) explored MT for
translating poetry in a lowresource language setting
(Croatian--German). Using a dataset composed of
original poems and expert human translations, their study
demonstrated that MT could be effective even in literary
domains.

In the area of poetry generation, Wei et al. (2018)
presented a two stage model that balances content
planning and stylistic control. Their system used a
modified recurrent encoder--decoder framework to
sequentially produce lines of poetry. Similarly,
Ghazvininejad et al. (2018) proposed a neural poetry
translation system that maintains rthyme and rhythm by
transforming source lines into structured English verse.

Wang et al. (2022) offered a broad overview of
improvements in NMT, including developments in real
time translation that balance quality and latency. For
Mandarin poetry, Wang et al. (2016) introduced a system
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that first plans subtopics and then generates lines using a
sequential neural model.

Focusing on Hindi-English translation, Gangar et al.
(2021) implemented a transformer based model trained
specifically for this language pair, showing its suitability
for low resource tasks.

The rise of deep learning has positioned NMT as a
preferred method in MT research and applications, due to
its ability to model long term dependencies and simplify
architectures compared to traditional statistical methods
such as PBSMT. Early NMT systems like the one
introduced by Kalchbrenner & Blunsom (2013) laid the
foundation for subsequent refinements (Junczys-
Dowmunt et al., 2016).

More recently, generative models augmented with
retrieval capabilities have emerged as a promising
avenue for poetry translation. These models offer the
potential to integrate contextual and cultural references,
though their use in literary tasks remains at an early
stage.

Materials and Methods

Proposed Approach for Hindi-English Poetry
Translation Using NMT

An overview of our approach is shown in Figure 1. It
depicts a deep neural network (DNN) model translating
an input sentence from Hindi (source language) to
English (target language).

the cat is sitting
on the table

Neural Machine
Translation

ﬁ.{

Fig. 1: Hindi to English Translation using NMT

In this section, we describe two NMT based methods
used for translating Hindi poetry into English.

Encoder-Decoder Approach

We adopted the RNN based encoder-decoder model
as described by Cho et al. (2014) for translation. This
architecture includes two key parts: an encoder and a
decoder as shown in Figure 2. The encoder processes the
input sequence into a fixed size vector, which the
decoder then uses to generate the translated sequence.
We implemented Long Short Term Memory (LSTM)
units as introduced by Hochreiter & Schmidhuber (1997)
for both modules, given their strength in modeling long
range dependencies in sequential data such as text and
speech, as discussed by Tewari et al. (2022).

LSTM units include gates that regulate the flow of
information over time. The core equations that define
LSTM computation are shown below:

i:U(Wi'l't-FRi'ht,l-Fbi)
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f=o(W'z,+Rf-hy_1+b)
g=tanh(W?9.z,+R9-h;_1+b9)
o=0(W?°x;+R’h;_1+b°)
c=f0Oci_1+iGg

hi=o0Gtanh(c;) (1

Here, x; is the input at time ¢, h, the hidden state, and

¢ the cell state. The symbols 4, f, g, 0 represent input,
forget, candidate, and output gates respectively. ®
denotes element-wise multiplication. Weight matrices
W, R7, and biases b/ are all learned during training.

encoded

RNN information RNN the cat is sitting
RATET S (i T
Fig. 2: LSTM encoder-decoder for Neural Machine
Translation.

Each word from the input sentence is passed into the
model over time steps. At each step t, the encoder

updates the hidden state h; based on current input and
previous state. The encoder's final hidden vector, hZ, is
then handed off to the decoder as its initial state as
shown in Figure 3.

LSTM Encoder

4

E
hy hs B o L8 s L nE=nD

——> LST™M hl LSTM —> LSTM —> LSTM
S Ji’ W 0 s

Fig. 3: Encoding the input sentence into hidden state vector (h)

of the LSTM

To initiate decoding, a special ~ <S0S> token is fed
at the first time step, as shown in Figure 4. The decoder
generates a probability distribution over the output
vocabulary at each step, selecting the most likely word to

output next.

hP
obistm b LsTM

Fig. 4: Output of the decoder at different time steps

This process continues until the decoder predicts the
<E0S> tag. To evaluate the accuracy of generated
output, we use cross-entropy loss:

Loss= Zif‘:l > 10g(Juw,e) @)

where, |S| = vocabulary size, |V| = sentence length,

Vi
e—1 Yw,e

Yuw,e = 1 if word e is correct at position w else 0, and i e
= predicted probability.
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We further introduced a global attention mechanism
(Luong et al., 2015) to enhance translation quality. This
allows the decoder to selectively focus on relevant
encoder outputs at each generation step.

Transformer Based Approach

The Transformer architecture shown in Figure 5,
introduced in the paper "Attention is All You Need"
(Vaswani et al., 2017), is a non-recurrent model built for
sequence-to-sequence tasks like machine translation.

Our implementation includes three main components:

¢ An embedding layer to convert token indices to
vector representations, augmented with positional
encodings

The Transformer layers that perform multi-head
attention and feedforward computation

A linear output layer that projects final vectors into
the target vocabulary space

Qutput
Probabilities

Add & Norm
Feed
Forward
Add & Norm _Je=
(L Add & Nom ) Multi-Head
Feed Attention
Forward T 7 Nx
S =
N Add & Norm_Ja=,
r—b-lAdd&Norm | Masked
Multi-Head Multi-Head
Attention Attention
At At 2
— J | — )
Positional o) A Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Fig. 5: Transformer Model for sequence to sequence translation
(Vaswani et al., 2017)

Unlike RNN-based models, the Transformer
leverages self-attention mechanisms to determine
relationships between tokens in a sequence. This design
allows parallelization and has proven efficient for long
sequences.

The architecture uses six encoder and six decoder
layers. Each encoder block consists of a multi-head self-
attention mechanism and a feed forward layer. The
decoder includes an additional attention layer that
operates over encoder outputs. Residual connections and
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layer normalization are applied throughout the model for
stability.

Experimental Setup

We used a pretrained LSTM encoder-decoder from
PyTorch and a transformer based model from
HuggingFace, fine tuning both specifically for Hindi
poetry translation. Training and inference were carried
out using the PyTorch framework. For the transformer
setup, we employed IndicTrans2 models originally
trained using Fairseq, later adapted for inference via
HuggingFace Transformers (Gala et al., 2023). These
models were further fine tuned on our custom Hindi
poetry dataset.

For training, we used the IIT Bombay English-Hindi
corpus (Kunchukuttan et al., 2018), which contains
parallel English-Hindi data and monolingual Hindi texts
from multiple sources, curated by the Center for Indian
Language Technology, IIT Bombay.

To evaluate translation quality, we applied two
common metrics: BLEU (Bilingual Evaluation
Understudy) (Papineni et al., 2002) and chrF (character-
level F-score) (Popovi¢, 2015). These metrics were used
to compare translation quality across different model
configurations.

BLEU measures how closely the model's output
matches a reference translation. It is computed as:

BLEU score=BP x (% . Zizl logpn) (€)
where BP is the brevity penalty and p n denotes n-
gram precision:

____number of matching n-grams
Dn= total number of generated n-grams

()

Unlike BLEU, chrF compares character-level n-gram
overlaps between machine-generated and reference
translations. It is especially useful for morphologically
rich languages like Hindi, where variations in word
forms are common. This metric captures subtle
differences by analyzing sequences at the character level.

Results

Our experiments involved multiple Hindi poems.
Table 1 lists four selected poems by well-known Hindi
poets, along with statistics on line and word counts.

Table 1: Details of Hindi poems considered in test

Poem# Hindi Poet Name #words #lines

Pl  Maithili Sharan Gupt (HTeIcoROT ) 137 21

P2 Pt Makhanlal Chaturvedi (&A@ Iqddl) 57 6

P3  Ramdhari Singh Dinkar (TeTd fE Aty 288 40

P4 Dwarika Prasad Maheshwari (TReT TS, 121 15
HTge)

Table 2 provides side-by-side comparisons between
translations generated by our fine-tuned transformer
model and those produced by Google Translate.
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Table 2: A poem translation comparison with our approach and Google Translation

Source (Hindi) Our Approach

Google Translation

g1 § W 8 9T &d T T,
IR g 9 AT FR o 5 Tl

you grow! Brave you grow!

RESEY :TE'TE[‘T BEELEH you are fearless, do not be afraid, you are
TH 9 Tl R g T Ten”
ahead!
O B feb T B HTE T A1 B
o & 92 el o & a2 Tl
fﬁ??\ﬂﬂ%ﬂ?«ﬁ! u’ivfra%aaﬁ!" morning or evening!
"7 ] fofdl g U 10T R BT
H‘I?I‘iﬁ aaﬁﬁﬁq ‘{f‘\T & fo for the fatherland, O brave, march ahead! O
JRIA I IAN TRGA IS T@I!"  steadfast, march ahead!
" I R TR A A T
e B FABTA A1 T W Fepred

IR gH 9 TT! HR qH I T

you brave one!

Children with flags in their hands. The flags
never bowed. The teams never stopped. Brave

Children's parties are decorating with flags in their
hands, The flag never bowed, the party never stopped,
Brave you move forward! You march slowly!

The mountain in front of you is the roar of a lion, There should be a mountain in front, there should be a

roar of a lion. You are fearless, don't be afraid, stand

fearless, you are brave, go ahead! Be patient, go there fearless. Brave you move forward! You march

slowly!

Be it morning or night, be it morning or evening, Be it morning or night, whether you are together or
be it sun or moon, be it morning or evening, be it not. Let's go ahead of the sun Let's go ahead of the

moon. Brave you move forward! You march slowly!

Carrying a flag, taking a vow, for the motherland, carrying a flag and taking a pledge, For motherland, for

fatherland, Brave you move forward! You march
slowly!

Fill up the grain in the soil, fill up the soil, try to full of food in the land, full of rain in the land, try hard
take out the gemstone, you brave one! Be patient, and take out all the gems, Brave you move forward!

You march slowly!

Figures 6 and 7 show the BLEU and chrF score
comparisons, respectively. In most examples, our fine-
tuned models outperformed Google's translations.

40
B Our Approach

B Google-Translate

P1 P2 P3 P4

Poem#

w
o

Bleu-Score
N
o

10

Fig. 6: Comparison of BLEU Score of Hindi poems translated

10

to English Text

80

70 E@a@ Our Approach

60 22 Google-Translate
g
o 50
|9}
N 40
=
< 30
|9}

20

P1 P2 P3 P4

Poem#

Fig. 7: Comparison of chrF Score of Hindi poems translated to
English Text
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Although our fine-tuned models were trained on a
relatively small dataset, they consistently yielded strong
results. We believe that training on a larger and more
diverse poetry corpus, though computationally intensive,
would further enhance performance, especially for
Transformer based models.

Conclusion and Future Work

Neural Machine Translation (NMT) has made steady
progress in enabling communication across languages.
However, translating poetry remains one of the most
difficult challenges. Hindi, spoken by millions in India,
has a rich and expressive poetic tradition built over
centuries. Sharing these literary works with a global
audience requires translation methods that go beyond
standard techniques.

This study focused on translating Hindi poetry into
English using advanced NMT models. We used both
RNN based encoder-decoder models with attention and
transformer architectures, fine-tuning them on a custom
dataset of Hindi poems. When compared to Google
Translate, our models produced competitive, and often
better, translations. Still, our results show the need for
larger datasets and more refined models to capture poetic
form and meaning more consistently.

Although NMT works well for general translation
tasks, poetry demands more. A good translation should
not only carry the original meaning but also reflect
rhythm, metaphors, emotion, and style. Capturing these
elements is a unique challenge that requires specialized
approaches in computational linguistics.

Despite our promising results, some limitations
remain. Our dataset was small and focused on a narrow
set of poetic forms, which may reduce the model's
effectiveness on other styles or dialects. Also, we relied
on automated evaluation metrics like BLEU and chrF,
which don't fully reflect the emotional or artistic quality
of a poem. Involving human evaluators, especially
literary experts, would offer a more complete picture.
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Additionally, the training corpus may not represent the
full diversity of Hindi poetry, which is another area for
future improvement.

Poetic translation is also influenced by the reader's
interpretation. Cultural references, figurative language,
and historical context often carry subtle meanings that
machines struggle to understand. Standard metrics also
fail to account for literary richness. To address this,
future research should include qualitative assessments
and develop better benchmarks specific to poetry.

Potential Applications

The techniques explored in this paper have many
potential uses. Educational platforms can use poetry
translation to support bilingual learning and expose
students to world literature. Cultural organizations and
digital archives can use these tools to make classical
Hindi poetry available to non Hindi speakers. Creative
writing tools and multilingual reading apps can also
benefit by helping users engage with poetry across
languages. As NMT continues to improve, it can play a
key role in bridging cultural and linguistic gaps in
literature.

Recent advances in Generative Al (GenAl), such as
Retrieval Augmented Generation (RAG), open new
opportunities for poetry translation. These systems can
add external knowledge and cultural context during
translation, which may help preserve metaphors,
allusions, and poetic tone. Although our current focus
was on traditional NMT, future work should explore
these emerging GenAl techniques to better handle the
complexity of poetic language.
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